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Abstract
the advent of software repositories containing data from heterogeneous projects, these types of models suffer from poor

Parametric software effort estimation models usually consists of only a single mathematical relationship. With

adjustment and predictive accuracy. One possible way to alleviate this problem is the use of a set of mathematical equations
obtained through dividing of the historical project datasets according to different parameters into subdatasets called parti-
tions. In turn, partitions are divided into clusters that serve as a tool for more accurate models. In this paper, we describe
the process, tool and results of such approach through a case study using a publicly available repository, ISBSG. Results
suggest the adequacy of the technique as an extension of existing single-expression models without making the estimation

process much more complex that uses a single estimation model. A tool to support the process is also presented.

Keywords
1 Introduction

Parametric estimation techniques are nowadays
widely used to measure and/or estimate the cost as-
sociated to software development!!!. The Parametric
Estimating Handbook!?! defines parametric estimation
as “a technique employing one or more cost estimating
relationships and associated mathematical relationships
and logic”. Parametric techniques are based on iden-
tifying variables that obtain numerical estimates from
main input variables that are known to affect the effort
or time spent in development.

One important aspect of the process of deriving mod-
els from databases is that of the heterogeneity of data.
A measure of such heterogeneity is heteroscedasticity,
i.e., non—uniform variance. It is well-known that het-
eroscedasticity is a problem affecting data sets that com-
bine data from heterogeneous sources®’. As a result,
when using such software engineering databases, tra-
ditional application of regression equations to derive a
single mathematical model results in poor adjustment
to data and subsequent potential high deviations. This
is due to the fact that a single model cannot capture
the diversity of distribution of different segments of
the database points. As an illustrative example, the
straightforward application of a standard least squares
regression algorithm to the points used in the reality tool
of the ISBSG 8 database distribution results in measures
of MMRE = 2.8 and Pred(0.3) = 23% (these measures
are introduced later), which are poor figures of predic-
tive quality.

The use of clustering techniques has been described
as a solution to provide more realism to parametric
models by decomposing the model in a number of sub—
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models, that are used for project estimation!*! with im-
proved accuracy when compared with single models.
The resulting predictive schemes have been called seg-
mented models. One of the principal benefits of this
kind of techniques is the fact that the search of seg-
mented models satisfying some pre-established quality
conditions can be automated through existing cluster-

ing methods.

The rest of this paper is structured as follows. Sec-
tion 2 describes related work in segmented models for
software estimation. The process for software project es-
timation using clustering techniques and associated tool
is described in Section 3. Then, Section 4 reports on em-
pirical work performed to validate the process using a
publicly available repository. Finally, conclusions and
future work are discussed in Section 5.

2 Related Work

Shepperd et al.[’ classify estimation and prediction
techniques into three main categories: (i) expert judge-
ment; (ii) algorithmic models; and (iii) machine learn-
ing. This work focuses on combining clustering as ma-
chine learning technique with classical regression mod-
els. The use of different clustering approaches has al-
ready been applied to several aspects of software man-
agement, including software estimation, software quality
and software metrics.

Xu and Khoshgoftaar® use the fuzzy c-means algo-
rithm for variable, the partitioning of the data into a
number of clusters based on experiences.

Pedrycz and Succil” also use fuzzy c-means as a tool
to derive prototypes related to software code measure-
ments. Dick et al.l®] use the same algorithm for a simi-
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